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Shanghai Initiative for Safe
and Secure Al Development

On the occasion of the2018World Artificial Intelligence Conference (WAIC) held in Shanghai, the
WAIC high-level security dialogue expert group draws from the international consensus on Al
securily and proposes the Shanghai Initiative for Safe and Secure Al Development, together with
Chinese and international experts, academics and industry practitioners in the field of Al security.
The initiative is as follows:

Oriented to the future. Al development must be achieved with a proper balance between innova-
tion and securily. Security provides guarantee for innovation, and innovation enhances securily.
While Al security is ensured, Al technologies should be applied to address security challenges

confronting mankind.

People-centered. Countries need to plan, in a scientific way, the paths for Al development to
ensure Al will progress as expected by mankind and deliver benefits to mankind. There must be
risk assessment and security oversight on critical processes such as self-improvement and
self-replication of machines.

Clearly-defined responsibilities. Al must be developed with a well-established security account-
ability framework. A mechanism for ascertaining and sharing Al securily responsibilities should
be established for different scenarios of Al application and in accordance with laws and ethical
normes.

Privacy protection. Al development must not undermine user privacy and data securily or come
at the expense of user privacy. Laws and technology roadmaps should be improved to strengthen
the protection of user privacy in Al applications.

Algorithm fairness. The harm of algorithm design to the public must be avoided in Al develop-
ment. There must be clear motives and interpretability of algorithms to address the unfair
biasesproduced and magnified by algorithms and datasets.

Transparent regulation. Security risks caused by black box technology must be avoided in Al
development. There must be a regulation mechanism that is accountable, trackable and deducible
to ensure unity between intended functions and technical realization.

Peaceful use. Prudence must be exercised when Al technologies are to be applied in military
fields. Strict risk assessment must be conducted for automatic R&D and use of weapons. Efforts
musl be made to prevent the threat to global peace and stability caused by the abuse of Al tech-
nologies in military fields.

Open cooperation. Al development calls for concerted efforts of all countries and all sectors.
Proactive efforts must be made to establish norms and standards for safe and secure Al develop-
ment worldwide and prevent security risks caused by technology and policy incompatibility.
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